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For general information:

https://kb.oakland.edu/uts/ResearchComputingH
PC#Introduction_to_HPC_clusters
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MobaXterm download (home edition)
https://mobaxterm.mobatek.net/download.html

To access the cluster from Windows:
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Remote host: hpc-login.oakland.edu

Username: netid
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To access the cluster on Mac:
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1

2

1 GUI of your home space

2 Command line space

Successful 
connection!
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Technical support:
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What is available on Matilda:

Home directory: home/firstletternetID/netID (e.g., home/b/battistu) 
20GB (this is where you land when you connect)
Project directory: projects/blab 1TB (to access this you can do cd 
/project/blab): this is a shared space for everyone in a project. This 
has to be activated by the PI of the group

Files in these two locations will not be deleted unless you actively 
delete them
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What is available on Matilda:

Then there is the scratch space:
Scratch project: scratch/projects/blab 10TB (to access this you can do 
cd /scratch/projects/blab): this is a shared space for all of us
Scratch home: scratch/users/netID (e.g., scratch/users/battistu) 10 TB

Inactive files in scratch are automatically deleted every 45 days so 
make sure to regularly download the files



CENTER FOR
DATA

SCIENCE
AND

BIG 
DATA

ANALYTICS

Strength 
in 
Numbers

To get a Matilda account: 
forms.oakland.edu

If you had an account created just for 
this workshop, it will be deactivated 
Dec. 6. To request a long-term 
account follow the instructions
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To access Matilda from outside of 
campus: forms.oakland.edu

Request a VPN account, set up DUO 
authentication with your phone (or 
another device)
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To execute an analysis:

Use SLURM to schedule your job in the cluster. This will make the job 
go in a queue and allow to request resources (# nodes, # of CPUs, types 
of nodes, etc)

For testing purpose, you can skip the cue and run the job on the login 
node (only for testing purposes!)
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Let’s run “Hello world”
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“Hello world” is a script written in Python.
To run you will need:

1. The script
2. Python loaded on the cluster

To write the script on windows:
1. Open Notepad++ (do not use Word) on your computer (not the cluster)
2. Type: print(“Hello world”)
3. Save
4. Upload (or drag and drop) the file into your home directory in the cluster

To write the script in Linux:
1. In your home directory type: nano (this is a text editor in linux)
2. Type: print(“Hello world”)
3. Ctrl+x, give a file name
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“Hello world” is a script written in Python.

To run you will need:
1. The script
2. Python loaded on the cluster (python is automatically loaded when 

you log in but for practice let’s go through the process)

In the cluster type:
module spider python
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“Hello world” is a script written in Python.

To run you will need:
1. The script
2. Python loaded on the cluster

In the cluster type:
module spider python
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“Hello world” is a script written in Python.

To run you will need:
1. The script
2. Python loaded on the cluster

In the cluster type:
module spider python
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“Hello world” is a script written in Python.

To run you will need:
1. The script
2. Python loaded on the cluster

In the cluster type:
module spider python
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“Hello world” is a script written in Python.

To run you will need:
1. The script
2. Python loaded on the cluster

In the cluster type:
module spider python
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“Hello world” is a script written in Python.

To run you will need:
1. The script
2. Python loaded on the cluster

To run your script type:
Python3 helloworld.py

Case sensitive
Do not use spaces
Meaningful names
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“Hello world” is a script written in Python.

To submit your job you will need:
1. The script
2. The SLURM file
3. Python loaded on the cluster
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#!/bin/bash --login

########## SBATCH Lines for Resource Request ###########
SBATCH --time=00:01:00        # walltime
#SBATCH --nodes=1              # number of nodes
#SBATCH --ntasks=1             # number of tasks
#SBATCH --cpus-per-task=40     # number of CPUs (or cores) per task
#SBATCH --mem-per-cpu=2G       # memory required per allocated CPU
#SBATCH --job-name HelloWorld  # job name for easier identification 
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########## Command Lines to Run ##########
module load Python/3.9.0
cd /home/b/battistu            ### directory where your code is located

python3 helloworld.py > output.txt          ### call your executable

scontrol show job $SLURM_JOB_ID     ### write job info to output file
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Upload the SLURM file into your home directory
Run the job:

sbatch MatildaSLURM_example.sb 

module spider dos2unix
module load shared 
module load dos2unix/7.4.2
dos2unix MatildaSLURM_example.sb

Repeat sbatch command



CENTER FOR
DATA

SCIENCE
AND

BIG 
DATA

ANALYTICS

Strength 
in 
Numbers

squeue –u netid to check job status
scancel 31827 to cancel a job

Output is created as expected

Slurm-31287.out: check how the job ran; this 
is where you will find error messages
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You just completed your first HPC analysis


